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Suppose that we are going to work on AND Gate problem using perceptron. The gate returns 
true value if and only if both inputs are true. 
We are going to set weights randomly. Let’s say that w1 = 0.9 and w2 = 0.9. Learning rate=0.5, 
bias = 0.5 



ADAPTIVE LINEAR NEURON (ADALINE) 
 In 1959, Bernard Widrow and Marcian Hoff of Stanford 
developed models they called ADALINE (Adaptive Linear 
Neuron) and MADALINE (Multilayer ADALINE). These 
models were named for their use of Multiple ADAptive LINear 
Elements. MADALINE was the first neural network to be 
applied to a real world problem. It is an adaptive filter which 
eliminates echoes on phone lines. 



ADALINE MODEL 



ADALINE LEARNING RULE 
Adaline network uses Delta Learning Rule. This rule is also 
called as Widrow Learning Rule or Least Mean Square Rule. 
The delta rule for adjusting the weights is given as (i = 1 to n):  





Multilayer Perceptron Model 

1. Non-linear Activation Function 
 
 
 
 
 
 
 

 
2. One or more hidden layers: To learn Complex task 
 

3. High Degree of Connectivity 
 





Backpropagation is a supervised learning algorithm, for training Multi-
layer Perceptron (Artificial Neural Networks). 

To calculate gradient vector or gradient of error surface, derivative of 
activation function will be required. Hence before getting into the 
computation of back propagation algorithm, Let us go through some 
preliminary work to find out the derivatives of commonly used 
activation functions. 



















Role of Learning Rate 
The effectiveness and convergence of Error backpropagation are 
based on the value of learning constant or learning rate ƞ. The 
amount by which weights of network are updated is directly 
proportional to the learning rate ƞ and hence it plays the important 
role in the convergence of training. 
When we use a larger value of ƞ, our network takes wider steps to 
reach global minima of error plot. Due to a larger value of ƞ, there is 
a chance of missing global minima if error plot yields shorter global 
minima. Similarly if we use a smaller value of , our network takes 
shorter steps to reach global minima of error plot but in this case, 
there is a chance of stuck in local minima of error plot. 
A simple method of increasing the learning rate yet avoiding the 
danger of instability is to modify the delta rule of weight updation as: 
 
 
Where α is the momentum term whose value is taken between 0.5 
and 0.9 









Train the network using error back propagation learning algorithm 


